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We have computed the phase diagrams for multi-component M–C–O–H (M¼Li, Na, K) systems using first-

principles density functional theory complemented with lattice phonon calculations. We have identified

all CO2 capture reactions that lie on the Gibbs free energy convex hull as a function of temperature and the

partial pressures of CO2 and H2O. Our predicted phase diagrams for CO2 capture reactions are in

qualitative and in some instances quantitative agreement with experimental data. The Na2CO3/NaHCO3

and K2CO3/KHCO3 systems were found to be the most promising candidates of all those we investigated

for both pre- and post-combustion CO2 capture. Overall, we show that our calculation approach can be

used to screen promising materials for CO2 capture under different conditions of temperature and

pressure.

Published by Elsevier Inc.
1. Introduction

Carbon dioxide from large stationary sources such as power
plants has been identified as one of the leading causes of global
warming [1–3]. Carbon-free renewable energy sources are not
likely to completely replace fossil fuel power plants for many years
to come [4]. Hence, there is a need to reduce CO2 emission by
carbon capture and sequestration so that fossil fuel power plants
may be operated without releasing enormous quantities of CO2 into
the atmosphere [5–7]. Current technologies for capturing CO2

include solvent-based systems (such as MEA, Selexol, and Rectisol),
and alkanolamine-based materials (such as ethanolamine). It is
generally accepted that operation or regeneration of these materi-
als is too energy intensive [1,2]. Hence, there is critical need for
development of new materials that can capture and release CO2

reversibly with acceptable energy and operating costs. Accordingly,
solid sorbent materials have been proposed for capture of CO2

through a reversible chemical transformation. Among them,
regenerable solid sorbents play an important role for CO2 capture,
especially above room temperature (�100 1C for post-combustion,
�300 1C for pre-combustion) [1,8–15].

There are multiple opportunities to capture carbon in conjunc-
tion with power generation. Two of these are post- and pre-
combustion capture. In post-combustion capture CO2 is separated
from the flue gas from a power plant. The flue gas is typically at low
Inc.

n).
pressure (just over atmospheric) and moderate temperature
(o100 1C). The concentration of CO2 in flue gas is 10–15% by
volume. The second option is to capture CO2 at the pre-combustion
stage, as in gasification-type power generation such as in the
integrated gasification combined cycle (IGCC). In this scenario, a
fossil fuel such as coal or biomass is converted to synthesis gas,
from which CO2 can be captured before being mixed with air in a
combustion turbine. The concentration of CO2 in the pre-combus-
tion stream is typically at a pressure of 15–20 bar and temperatures
250–300 1C.

In this paper, we assess the suitability of solid sorbents contain-
ing alkali metals for capturing CO2 from both post- and pre-
combustion streams using a theoretical approach. These materials
have previously been investigated [1,14,16–20]. Alkali metal
oxides and hydroxides have attracted interest because of their
ability to absorb high weight percentages of CO2 at moderate
working temperatures [21]. Moreover, experimental studies indi-
cate that mixtures of hydroxides with oxides can improve the CO2

absorption performance [14,17].
There have been very few theoretical studies of CO2 reactions

with alkali oxides and hydroxides up to this point. In contrast, there
are many experimental studies on this topic [21,22]. Based on
thermodynamic data, Feng et al. [23] analyzed 11 simple metal
oxides and concluded that CaO is thermodynamically the best
candidate among them for CO2 capture in zero emission power
generation systems. Based on the density functional theory (DFT),
Jensen et al. [24] investigated the CO2 adsorption on CaO and MgO
surfaces. Their results showed that CO2 adsorbs as monodentate on
edge sites and bidentate on corner sites of MgO. In contrast, CO2

adsorbs as monodentate on both edge and corner sites of CaO.
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Recently, Duan and Sorescu proposed a methodology to identify
promising solid sorbent candidates for CO2 capture by combining
DFT total energy calculations with lattice phonon dynamics
[19,20,25]. For Li2O solid, it was concluded that although pure
Li2O can absorb CO2 efficiently, it is not a good solid sorbent for CO2

capture because the reverse reaction, corresponding to Li2CO3

releasing CO2, can only occur at very low CO2 pressure or at very
high temperature when Li2CO3 is in the liquid phase [19]. These
predicted results are in very good agreement with experimental
measurements [26]. In this study, we apply our previously devel-
oped computational methodology to systems containing alkali
metal oxides, hydroxides, and carbonates to explore their CO2

capture properties systematically. We present a linear program-
ming approach to identify the families of reactions that lie on the
convex hull of the Gibbs free energy for the M–C–O–H systems for
M¼Li, Na, and K. In this work we consider solid phases consisting of
only the oxides, hydroxides, carbonates, and bicarbonates. We
compare our predictions with available thermodynamic data to
assess the accuracy of our approach.
2. Theoretical methods

To determine phase diagrams of multi-component systems, we
assume that all possible solid phases are in contact with a gas-
phase reservoir having specified partial pressures of CO2 and H2O.
The grand-canonical Gibbs free energy of such system can be
written as [27]

GðT ,mgasÞ ¼
XS

j ¼ 1

xjFjðTÞ�
XS

j ¼ 1

mj,gasðT ,pÞxj,gas ð1Þ

where Fj(T) is the free energy of solid phase ‘‘j’’ (ignoring the pV term
contribution), S is the number of solid substances, mj,gas(T,p) is the
chemical potential of gas species, xj is the unknown mole fraction of
phase j coexisting at a given composition, temperature, and
pressure. The molar fraction xj is based on elements appearing
only as solids (in this case only the metals).

The xj mole fractions are determined by minimizing the grand-
canonical Gibbs free energy, subject to the following mass-con-
servation constraints for the solid phase species

XM
i ¼ metal

fi ¼
XM

i ¼ metal

XS

j ¼ 1

xj,solidbj,solid
i ¼ 1 ð2Þ

where fi is the molar ratios of solid element i, bj,solid
i represents the

number of atoms of type i in one formula unit of phase j, and M is the
number of elements. These two equations form a linear program-
ming problem that can be solved using existing techniques. The
conditions at which a chemical reaction occurs can be identified by
comparing the mole fractions xj at two consecutive temperature or
pressure steps. If xj values change then a reaction occurred between
the temperature or pressure interval. We can choose sufficiently
small intervals of temperature and pressure to ensure adequately
small chemical potential changes between two steps in order to
guarantee single step reactions. The change in the Gibbs free energy
of the system due to a reaction is zero at thermodynamic
equilibrium and can be calculated by

DG¼ 0¼DFsolidþ
X

ngmg ð3Þ

where ng is the number of moles of gas molecules g consumed or
released as a result of the reaction. The locus of points that satisfy
Eq. (3) as a function of temperature and pressure define the
equilibrium phase diagram.

The chemical potentials of CO2 (mCO2
) and H2O (mH2O) required in

Eqs. (1) and (3) can be obtained from standard statistical mechanics
(assuming ideal gas behavior):

mCO2
ðT,pÞ � EDFT

CO2
þ

7

2
RTþ

X4

i ¼ 1

Nahni

e�hni=kT�1
�TSCO2

ðTÞ�nCO2
RT ln

pCO2

P0

� �

ð4Þ

mH2OðT ,pÞ � EDFT
H2Oþ4RTþ

X3

i ¼ 1

Nahni

e�hni=kT�1
�TSH2OðTÞ�nH2ORT ln

pH2O

P0

� �

ð5Þ

where Na is Avogadro’s constant. The entropy of CO2 ðSCO2
ðTÞÞ and

H2O ðSH2OðTÞÞ can be accurately calculated from the Shomate
equation [28]. The vibrational frequencies (ni) of CO2 are
673 cm�1(pu), 1354 cm�1(sg

+), and 2397 cm�1(su
+) [29], and the

vibrational frequencies (ni) of H2O are 3657.05 cm�1 (n1),
1594.75 cm�1(n2), and 3755.93 cm�1(n3) [30]. The zero point
energies for CO2 and H2O calculated using these frequencies are
0.3160 and 0.5584 eV, respectively.

The free energy of each solid phase (Fj(T) in Eq. (1)) can be
computed from

FðTÞ ¼ EDFTþFharmðTÞ ð6Þ

where EDFT is the total energy of each solid calculated from DFT. We
have used the Vienna Ab-initio Simulation Package (VASP) [31,32]
to calculate the electronic structures and the total energies of all
solid materials. All calculations employed projector augmented
wave pseudo-potentials [33] and the PW91 exchange-correlation
functional [34]. A planewave energy cutoff of 500 eV and an
augmentation charge cutoff of 605.4 eV were used in all calcula-
tions. The Monkhorst–Pack method [35] was used to generate the
k-point grids. A sufficient number of k-points was used to ensure a
spacing of about 0.028 Å�1 along the axes of the reciprocal unit
cells. Both the unit cell dimensions and the positions of the atoms in
the cell were relaxed to the equilibrium configurations. The
energies of CO2 and H2O molecules (EDFT

CO2
and EDFT

H2Oin Eqs. (4) and
(5)) are computed to be �22.99409 and �14.27267 eV, respec-
tively, as determined from calculations of an isolated molecule in a
cubic box with a length of 20 Å.

The terms Fharm(T) and Sharm(T) in Eq. (6) are the phonon free
energy and entropy of each solid phase, which are defined as [36–
38]

FharmðTÞ ¼ rkBT

Z 1
0

gðoÞln 2sinh
_o

2kBT

� �� �
do ð7Þ

SharmðTÞ ¼ rkB

Z 1
0

gðoÞ _
_o

2kBT

� �
coth

_o
2kBT

� �
�1

� ��

�ln 1�exp �
_o
kBT

� �� ��
do ð8Þ

EtotðTÞ ¼
1

2
r

Z 1
0

gðoÞð_oÞcoth
_o

2kBT

� �
do ð9Þ

where r is the number of degrees of freedom in the primitive unit
cell, o is the phonon dispersion frequency, and g(o) is the phonon
density of states. It can be seen that the zero-point-energy (EZP) can
be obtained from Eq. (9) by taking T-0:

EZP ¼ lim
T-0
ðEtotðTÞÞ ð10Þ

In this study, the phonon properties were evaluated using the
direct method within the harmonic approximation as implemen-
ted in the PHONON software package [39] following the formalism
derived by Parlinski et al. [37]. A supercell of at least 2�2�2 unit
cells was used in all phonon calculations. Structures with displace-
ments of 0.03 Å of the non-equivalent atoms were generated from
the optimized supercell and DFT calculations were performed to
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obtain the forces on each atom due to these displacements. These
forces were input into the PHONON package [39] to fit the force
constant matrix and to compute the phonon density of states. These
were then used in Eqs. (7)–(9) to calculate the thermodynamic
properties. The symbols and coordinates of the high symmetry
points in the first Brillouin zone of the crystals were taken from
Bradley and Cracknell’s definitions [40] in the phonon dispersion
calculations.

The enthalpy change for the reaction of CO2 capture, DHcal (T),
can be derived from above equations as [38]

DHcalðTÞ ¼DGcalðTÞþT nCO2
SCO2
ðTÞþnH2OSH2OðTÞþDSsolid

harmðTÞ
h i

ð11Þ

where DGcal(T) is the Gibbs free energy change for the reaction,
while DSsolid

harmðTÞ is the entropy difference between the product and
the reactant solids. If H2O is a product, nH2O takes a negative value.

We have used the HSC Chemistry package [41] to generate
thermodynamic data for comparison with our first-principles
predictions. The HSC Chemistry package data are based on fits of
Table 1
Comparison of the experimental and DFT calculated structural parameters for the compo

Although calculations are performed on several phases of each compound, only the lowes

entropy calculated from phonon density of states, as well as the experimental data are

Compound Space group Structural parameters Calcu

energ

Experimental calculated EDFT

Li2Ob Fm3̄m (no. 225)

[48]

a¼4.62 a¼4.63157 �14.

Na2O Fm3̄m (no. 225)

[49]

a¼5.55 a¼5.58517 �11.

K2O Fm3̄m (no. 225)

[50]

a¼6.436 a¼6.52362 �10.

LiOH P4/nmmS (no. 129)

[51]

a¼3.549 a¼3.55985 �15.

c¼4.334 c¼4.41752

NaOH Cmcm (no. 63)

[44]

a¼3.4013 a¼3.43101 �13.

b¼3.3984 b¼3.41409

c¼11.378 c¼11.39869

KOH P121/m1 (no. 11)

[44]

a¼3.957 a¼4.01060 �13.

b¼3.995 b¼4.02644

c¼5.742 c¼5.93073

b¼103.931 b¼103.471

Li2CO3
b C2/c (no. 15)

[52]

a¼8.35884 a¼8.40532 �39.

b¼4.97375 b¼5.02789

c¼6.19377 c¼6.29445

b¼114.7891 b¼114.161

Na2CO3 C12/m1 (no. 12)

[53]

a¼9.01029 a¼8.95180 �37.

b¼5.23116 b¼5.33507

c¼6.34548 c¼6.13861

b¼96.0621 b¼102.211

K2CO3 P121/c1 (no. 14)

[52]

a¼5.63961 a¼5.76055 �36.

b¼9.8312 b¼9.90478

c¼6.83407 c¼7.18110

b¼98.7031 b¼97.301

LiHCO3 P121/c1 (no. 14) No exp. data

available.

Symmetry taken

same as NaHCO3

a¼3.90035 �38.

b¼9.06555

c¼7.76529

b¼115.541

NaHCO3 P121/c1 (no. 14)

[54]

a¼3.51 a¼3.54929 �38.

b¼9.71 b¼9.79559

c¼8.05 c¼8.12575

b¼111.851 b¼112.821

KHCO3 P121/a1 (no. 14)

[55]

a¼15.1725 a¼15.46219 �37.

b¼5.6283 b¼5.73344

c¼3.711 c¼3.79398

b¼104.6311 b¼105.711

CO2 molecule P1(DNh) rC–O¼1.163 rC–O¼1.1755 �22.

H2O molecule P1(C2v) rO–H¼0.957

+HOH¼104.41

rO–H¼0.9714

+HOH¼104.21

�14.

a Taken from HSC Chemistry Package [41].
b Taken from Ref. [19].
experimental thermodynamic values to analytical polynomials.
We have also used tabulated values of the heats of formation from
the JANAF tables [28] to compute thermodynamic equilibrium data
for comparison with our theoretical calculations.
3. Results and discussions

3.1. DFT and phonon calculated results

The optimized lattice constants and total electronic energies for
the 12 alkali metal oxides, hydroxides, bicarbonates, and carbo-
nates considered in this work are shown in Table 1, along with
experimental structural data. It was reported that LiHCO3 is not
stable in the solid phase and exists only in solution [42]. For this
reason, we assumed that the crystal structure of LiHCO3 at low
temperatures has the same symmetry as the NaHCO3 crystal and
therefore used data for NaHCO3 as its initial structure to obtain an
unds in the reactions studied, with all distances in angstroms and angles in degrees.

t energy phase, determined by DFT total energy, is listed. The zero-point energy and

also listed.

lated

y (eV/f.u.)

Entropy (J/mol K) Heat of

formation (eV/f.u.)

EZP Calc.

(T¼300 K)

Exp.

(298 K)a

Calc.

(T¼0 K)

Exp.

(T¼298 K)

43538 0.23628 38.468 37.61 �5.68056 �6.19680

34789 0.12801 76.843 75.04 �3.81274 �4.29288

14413 0.08048 112.137 94.10 �3.15256 �3.74668

01799 0.41897 37.015 42.81 �4.67909 �5.05258

72285 0.36924 60.556 64.43 �3.98383 �3.98383

38330 0.33355 62.591 81.25 �3.95017 �4.40067

55190 0.59912 93.615 90.169 �11.66566 �12.60192

29272 0.49152 122.534 138.783 �10.64579 �11.71888

90480 0.45733 160.121 155.50 �10.78310 �11.92928

79546 0.81407 88.890 �9.29722

01484 0.78150 103.956 101.70 �9.85435 �9.85435

88604 0.76068 122.406 115.499 �9.25403 �9.98287

99409 0.31598 213.388 �3.89536 �4.07834

27267 0.55841 188.832 �2.35015 �2.50608
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estimate for the optimized structure. Some of the compounds in
Table 1 have more than one reported crystal phase. We have
computed the energies of each of the different crystal structures,
but only the lowest energy structures (at T¼0 K) are reported in
Table 1. The agreement between the DFT optimized lattice con-
stants and experimental data are generally very good, as can be
seen from Table 1. The calculated heats of formation (DH0

f ) at T¼0 K
as well as the experimental value at room temperature for each
compound are also shown in Table 1.

Phonon calculations were performed for each solid compound
shown in Table 1. The finite temperature thermodynamic proper-
ties were then computed from these data. As an example, the
calculated phonon free energy and entropy for the solid phase
materials in the Na–C–O–H system are plotted as a function of
temperature in Fig. 1. The zero-point energy (EZP) of each com-
pound, calculated from Eq. (10), is also shown in Table 1.

From Table 1, one can see that the calculated entropies of these
oxides, hydroxides and carbonates are in good agreement with the
experimentally measured values. Additionally, our calculated
electronic properties and phonon dispersion relations (not shown)
are also in good agreement with data from the literature for oxides
and carbonates [43].
Fig. 1. Calculated phonon free energies (a) and entropies (b) for various solids in the

Na–C–O–H system as a function of temperature.
3.2. Phase diagrams of M–C–O–H systems

The calculated phase diagrams of M–C–O–H for M¼Li, Na, and K
are shown in Figs. 2(a), 3(a), and 4(a), respectively. The three
independent variables in the phase diagram are the temperature,
the partial pressure of CO2 and the partial pressure of H2O. The
surfaces shown in the figures correspond to chemical reactions
(phase transitions), which are identified in the legends of the
graphs. The following general features can be seen from Figs. 2(a),
3(a), and 4(a): at low temperature and high CO2 pressure, the most
stable phase is MHCO3. When the temperature is increased, MHCO3

is converted to carbonate, M2CO3, which is stable over quite wide
ranges of temperature and pressure. The MOH phase is stable at low
CO2 partial pressure, high H2O partial pressure, and lower tem-
peratures. At very high temperatures and low CO2 partial pressure,
the M2O phase is stable.

The calculated heats of reaction and free energies of reaction for
nine reactions involving capture of CO2 are given in Table 2, along
with the corresponding data from the HSC Chemistry package [41].
The partial pressures of CO2 and H2O are set to 1 bar in the finite
temperature calculations. The calculated heats of reaction (DH) for
the carbonate to bicarbonate reactions are shown in Fig. 5 as a
function of temperature along with data from the HSC chemistry
package. The calculated heats of reactions and Gibbs free energy
changes (DG) at 300 K are given in Table 2. The DFT data deviate by
about 15–25 kJ/mol from the HSC data for the CO2 capture
reactions involving alkali metal oxides and hydroxides. However,
Fig. 2. The calculated phase diagram of Li–O–C–H systems with the relationships of T,

PCO2
and PH2O: (a) three dimensional plot; (b) two dimensional plot at fixed PH2 O ¼ 1bar.

Solid lines represent the phase boundary calculated from DFT. For comparison, the

available experimental data from the HSC Chemistry package [41] (solid lines, filled

symbols) and JANAF tables [28] (open symbols) are also potted. Phases are labeled

according to our DFT results, boundaries are colored. Black: Li2CO3+CO2" 2LiHCO3;

Red: Li2O+CO2"Li2CO3; Green: 2LiOH+CO2"Li2CO3+H2O; Blue: Li2O+H2O"2LiOH

(for interpretation of the references to color in this figure legend, the reader is referred to

the web version of this article).



Fig. 3. The calculated phase diagram of Na–O–C–H systems with the relationships of T,

PCO2
, and PH2 O: (a) three dimensional plot and (b) two dimensional plot at fixed

PH2O ¼ 1bar. Solid lines represent the phase boundary calculated from DFT. For

comparison, the available experimental data from the HSC Chemistry package (solid

lines, filled symbols) and JANAF tables (open symbols) are also potted. Phases are

labeled according to our DFT results, boundaries are colored. Black: Na2CO3+CO2"

2NaHCO3; Red: Na2O+CO2"Na2CO3; Green: 2NaOH+CO2"Na2CO3+H2O; Blue:

Na2O+H2O "2NaOH (for interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article).

Fig. 4. The calculated phase diagram of K–O–C–H systems with the relationships of T,

PCO2
, and PH2 O: (a) three dimensional plot; (b) Two dimensional plot at fixed PH2 O ¼ 1bar.

Solid lines represent the phase boundary calculated from DFT. For comparison, the

available experimental data from the HSC Chemistry package (solid lines, filled symbols)

and JANAF tables (open symbols) are also potted. Phases are labeled according to our DFT

results, boundaries are colored. Black: K2CO3+CO2"2KHCO3; Red: K2O+CO2"K2CO3;

Green: 2KOH+CO2"K2CO3+H2O; Blue: K2O+H2O"2KOH (for interpretation of the

references to color in this figure legend, the reader is referred to the web version of this

article).
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reactions involving M2CO3/MHCO3 (M¼Na, K) show much better
agreement with the HSC data, deviating by a few kJ/mol.

In order more easily visualize the effect of CO2 partial pressure,
we fixed pH2O¼1 bar and have plotted the corresponding two-
dimensional slices from Figs. 2(a), 3(a), and 4(a) in Figs. 2(b), 3(b),
and 4(b). We have also plotted the reactions from the HSC
Chemistry database [41] and the JANAF tables [28] in Figs. 2(b),
3(b), and 4(b) in order to compare our DFT calculations with the
pseudo-experimental data. Since there are no experimental data
for LiHCO3, only the DFT calculated curve for the LiHCO3/Li2CO3

reaction is shown in Fig. 2(b). We see from our calculations that
LiHCO3 is predicted to exist only at low temperatures and at high
CO2 pressure, e.g. at T¼273 K and pCO2

4102 bar. This may explain
why solid LiHCO3 has not been observed experimentally at ambient
conditions. It would be interesting to carry out high pressure
experiments to see if LiHCO3 could be observed.

Overall, from Figs. 2, 3, and 4 one can see that the MHCO3/M2CO3

reactions for M¼Na, K are in reasonably good agreement with the
HSC data. However, we note that for other reactions our predictions
are not always in good agreement with the HSC data. For the Li
system (Fig. 2) we note that the phase boundary from LiOH to Li2O
is predicted to occur at 850 K from the DFT calculations and 1340 K
from HSC data. Note, however, that the JANAF tables indicate that
the phase transition occurs somewhere between 900 and 1000 K.
For the Na system (Fig. 3), our DFT calculations overestimate the
pressure for the NaOH/Na2CO3 reaction at low temperatures and
underestimate the pressure for T4850 K. Our DFT data predict that
the Na2O/Na2CO3 reaction will occur for T41250 K, whereas both
HSC and JANAF data indicate that NaOH is still the lowest energy
phase up to temperatures of 1500 K. Overall, our DFT calculations
are in better agreement with the JANAF data than the HSC data for
both Li and Na. Note that the HSC and JANAF data are generally in
good agreement for To800 K for both Li and K systems. However,
for the Na system there is disagreement between HSC and JANAF
data, even at T¼700 K. One possible reason for this discrepancy
may be due to differences in the melting points of the materials. We
give the experimentally reported melting temperatures of the
compounds of interest in this work in Table 3. We note from this
table that the discrepancy between the HSC and JANAF data
roughly correlates with the melting points of the hydroxides.
Agreement between HSC and JANAF data for Li and K systems
are best below or near the melting points of the hydroxides. NaOH
has a very low melting point and gives largest deviation between
the JANAF and HSC data. The JANAF data are based on an
extrapolation of the solid phase data, since we exclusively used
the tables labeled ‘‘crystal’’ in the JANAF tables. This explains the
better agreement between our DFT and the JANAF data, since our
calculations are based on the assumption that all materials are
perfect crystalline solids, except for CO2 and H2O. We note that the
good agreement between our DFT calculations and HSC data seen



Table 2
The calculated reaction thermodynamics of CO2 capture by alkali metal oxides, hydroxides and carbonates. Enthalpies and Gibbs free energies correspond to partial pressures

of CO2 and H2O of 1 bar.

Reactions CO2 (wt%) Calculated thermodynamic properties (kJ/mol) HSC data at T¼300 Ka

DEDFT DEZP DHcal(T¼300 K) DGcal (T¼300 K) DH (kJ/mol) DG (kJ/mol)

Li2O+CO2"Li2CO3 142.52 �204.786 4.521 �200.531 �153.061 �224.643 �176.290

Na2O+CO2"Na2CO3 71.01 �284.707 4.586 �282.372 �231.900 �322.153 �277.155

K2O+CO2"K2CO3 46.72 �363.424 5.873 �359.308 �309.498 �394.785 �349.084

2LiOH+CO2"Li2CO3+H2O(g) 91.88 �76.659 0.348 �72.423 �70.934 �94.567 �88.442

2NaOH+CO2"Na2CO3+H2O(g) 55.02 �108.606 -0.437 �108.216 �101.113 �127.510 �122.984

2KOH+CO2"K2CO3+H2O(g) 39.22 �136.699 3.151 �127.910 �130.836 �150.711 �141.079

Li2CO3+CO2+H2O(g)"2LiHCO3 59.56 �74.513 14.918 �65.508 30.287 �86.40b
�13.64b

Na2CO3+CO2+H2O(g)"2NaHCO3 41.52 �141.855 19.034 �127.683 �32.415 �135.341 �34.126

K2CO3+CO2+H2O(g)"2KHCO3 31.84 �154.428 18.293 �141.728 �46.281 �142.854 �44.716

a Calculated by the HSC Chemistry package [41].
b From Ref. [56].

Fig. 5. The calculated heats of reaction as a function of temperature for the

carbonate/bicarbonate reactions computed from density functional theory com-

pared with data from the HSC Chemistry package.

Table 3
Experimental melting points (m. p.) [57] of all available oxides, hydroxides, carbonates,

and bicarbonates studied in this work.

Compound m. p. (K)

Li2O 1843

Na2O 1405.2

K2O 623

LiOH 744.3

NaOH 596

KOH 679

Li2CO3 993.15

Na2CO3 1123.15

K2CO3 1174

NaHCO3 �323

KHCO3 �373

Fig. 6. The relative errors in the calculated heats of formation for compounds studied

in this work. We define the relative errors asDDH0
f ¼DH0

f ðExperimentalÞ�DH0
f ðDFTÞ.
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for the MHCO3/M2CO3 reactions may be fortuitous. We see from
Table 3 that the melting points for the bicarbonates are both below
400 K, so that the bicarbonates would be in the liquid phase for
almost the entire range covered in Figs. 2(b), 3(b), and 4(b).

We have explored the origin of the error in our calculations and
have found that the heats of formation for many of the compounds
we have studied in this work are not in good agreement with
experimental data. Fig. 6 presents a comparison of our calculated
heats of formation with available experimental data. We see that
the error in the DFT calculated heats of formation are very large for
the carbonates, being greater than 90 kJ/mol. Note that the
bicarbonates also have large errors of about 70 kJ/mol. One reason
that the carbonate/bicarbonate reactions are in good agreement
with the HSC data are that the total error for the carbonate/
bicarbonate reactions are small due to a cancellation of errors.
Hence the total errors in the net heats of formation for the MHCO3/
M2CO3 reactions are about �7 and 3 kJ/mol, for M¼Na, K,
respectively. In contrast, the errors in the heats of formation for
the hydroxide/carbonate reactions are on the order of �20 kJ/mol
for all three systems.

We have used the experimental heats of formation along with
the DFT calculated finite temperature thermodynamics (zero point
energies, entropies, heat capacities) in order to construct the
convex hull reaction plots shown in Figs. 2–4. The results for the
Li–C–O–H system are shown in Fig. 7 along with the HSC and JANAF
data. The other two systems are not shown for brevity. The
carbonate/bicarbonate reactions for the Na and K systems (not
shown) were only marginally affected by using the experimental
heats of reaction, in agreement with the cancellation of errors
noted previously. The agreement between the DFT predicted values
and the HSC/JANAF data for the Li system is improved when using
the experimental heats of formation, as can be seen from Fig. 7.
Similar results are seen for the Na system. However, the K–C–O–H



Fig. 7. Phase diagrams computed from DFT but using the experimental heats of

formations (solid lines) compared with data from HSC database [41] (solid lines, filled

symbols) and JANAF tables [28] (open symbols). Phases are labeled according to our

DFT results, boundaries are colored. Red: Li2O+CO2"Li2CO3; Green: 2LiOH+

CO2"Li2CO3+H2O; Blue: Li2O+H2O"2LiOH (for interpretation of the references

to color in this figure legend, the reader is referred to the web version of this article).

Table 4
The highest temperatures for sorbents capturing CO2 at pre-combustion (T1)

(PH2 O ¼ 20bar) and post-combustion (T2) (PCO2
¼ 0:1bar) conditions. For reactions

involving H2O, PH2 O ¼ 1bar.

Reactions Pre-combustion

T1 (K)
Post-combustion

T2 (K)

Li2O+CO2"Li2CO3 hTa 1290

Na2O+CO2"Na2CO3 hT hT

K2O+CO2"K2CO3 hT hT

2LiOH+CO2"Li2CO3+H2O(g) hT hT

2NaOH+CO2"Na2CO3+H2O(g) hT hT

2KOH+CO2"K2CO3+H2O(g) hT hT

Li2CO3+CO2+H2O(g)"2LiHCO3 o300 o300

Na2CO3+CO2+H2O(g)"2NaHCO3 440 380

K2CO3+CO2+H2O(g)"2KHCO3 490 420

a hT means the maximum temperature exceeds our temperature range (1500 K).
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system (not shown) is not substantially improved by using the
experimental heats of formation.

The problem with the K–C–O–H system appears to stem from
two issues with the KOH solid phase. Firstly, the crystal structure
reported is lacking positions for the H atoms, so we used reasonable
guesses for the positions and relaxed the structure to a local ground
state. Thus, the structure we used in our calculations may not be the
correct ground state structure, although we believe it to be close to
the ideal ground state structure. Secondly, and related to the first
point, the reason for the lack of H atom positions in the structure is
that KOH does not have well defined H atom positions at room
temperature because of excessive librational motion of the OH
groups in the solid [44]. This means that our ideal solid calculations,
which has all H atoms fixed at crystallographic positions, signifi-
cantly underestimates the entropy of KOH. We see this in Table 1
where the entropy for KOH is underestimated by about 20 J/mol K
at 300 K. At higher temperatures we expect the discrepancy to be
even larger. In order to investigate the entropic effects due to
disorder of the hydrogen atoms we have performed first principles
molecular dynamics calculations using the VASP program within a
constant temperature ensemble with a set-point temperature of
300 K. We observed a great deal of motion of the H atoms in the
system over a time span on the order of 5 ps. This is in qualitative
agreement with the experimental claim of OH librational motion at
room temperature [44]. We also noted a fair amount of motion of
the K cation in the simulation, leading to additional disorder that
exacerbates the error in computing the entropy of KOH using a
perfect crystal. The underestimation of the KOH entropy appears to
be the greatest source of error in the K–C–O–H system, because a
comparison of the calculated entropy with tabulated entropy for all
MOH (M¼Li, Na, K) as a function of temperature shows that the
KOH system has much larger errors than either of the other two
systems.

In general, errors between the HSC and DFT values persist even
when using the experimental heats of formation due to the
following assumptions made in our calculations: (1) We assume
perfect crystals, whereas at high temperatures the experimental
systems may consist of defective crystals or even liquids. (2) We
assume that each of the solid compounds remains in its low
temperature crystal structure. i.e. we do not account for solid–
solid phase transitions for the pure compounds and for lattice
expansions with increasing temperature. (3) We use the harmonic
approximation to compute the phonon dispersion relations. At high
temperatures anharmonic effects will be increasingly important.
For liquids the phonon dispersion relations are not valid. Hence, our
DFT calculations should be best at lower temperatures, and this is
confirmed by the generally good agreement between the pseu-
doexperimental data and our calculations at low temperatures.
3.3. Application to pre- and post-combustion CO2 capture technologies

In this section, we consider how our predictions can be used to
identify reactions appropriate for capturing CO2 from pre- and
post-combustion streams. Under pre-combustion conditions, after
application of the water–gas shift reaction, a fuel gas stream mainly
contains CO2, H2O, and H2. The partial CO2 pressure is around
20–25 bar and the temperature is around 573–623 K. To minimize
the energy consumption, an ideal sorbent should work at these
pressure and temperature ranges to separate CO2 from H2. We
define a turnover temperature as the temperature above which the
computed pressure of CO2 exceeds that in the gas phase from which
CO2 is to be captured. For example, for a gas containing 20 bar
pressure of CO2 the turnover temperature would be the tempera-
ture at which the reactants and products are in equilibrium with a
gas having a CO2 partial pressure of 20 bar. We have estimated the
turnover temperatures for pre-combustion conditions of these nine
reactions from Figs. 2 to 4. These temperatures, denoted as T1, are
shown in Table 4. For post-combustion conditions, the gas stream
mainly contains CO2 and N2, the partial pressure of CO2 is around
0.1–0.2 bar, and the temperature range is quite bit lower (o473 K).
From Figs. 2 to 4, we have also obtained the turnover temperatures
for post-combustion capture and the corresponding values,
denoted as T2, are also shown in Table 4. Note that the partial
pressure of H2O in Fig. 4 is too high to be appropriate for post-
combustion conditions. However, the effect of the partial pressure
of water in going from 0.1 to 1 bar on the phase diagram is
relatively small.

From Figs. 2 to 4 and Table 4, we see that all of the alkali oxides and
hydroxides only can absorb CO2 at very low CO2 pressure and high
temperature ranges which are far away from the pre- and post-
combustion conditions. Therefore, none of these materials are good
candidates for CO2 sorbents. As one can see, the turnover temperature
of the Li2CO3/LiHCO3 system is lower than room temperature;
therefore, it cannot be used in practical CO2 capture technologies.
However, the Na2CO3/NaHCO3 and K2CO3/KHCO3 reaction systems
are very good candidates for CO2 sorbents because these materials
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have favorable turnover temperatures for both of pre- and post-
combustion conditions. In fact, alkali carbonates are widely used for
CO2 capture either in aqueous or dry conditions [45,46]. The major
advantage of carbonates/bicarbonates sorbents over amine-based
sorbents is the significantly lower energy required for regeneration
[17,47].
4. Conclusions

We have used first-principles density functional theory com-
bined with phonon density of states calculations to obtain the
phase diagrams of multi-component alkali metal M–C–O–H (M¼Li,
Na, K) systems. We have applied a linear program to compute the
convex hull reactions for these systems and used the resulting data
to estimate the thermodynamics of CO2 capture reactions involving
alkali metal oxides, hydroxides, and carbonates/bicarbonates. We
have compared our calculations with pseudoexperimental data
from both the HSC chemistry package and the JANAF tables. Our
calculated data are seen to be in qualitative, and in some cases
quantitative agreement with the HSC/JANAF data. Hence, in a
purely predictive mode, DFT calculations may be used as a rough
screening step to identify materials for CO2 capture. The discre-
pancies between the DFT and pseudoexperimental data are likely
due to four factors: (1) Errors in the calculated heats of formation of
the compounds. (2) The assumption that the solids consist of
perfect crystals throughout the temperature range. (3) The
assumption that no solid–solid phase transitions take place for
the pure solids (i.e. we use only one crystal structure for each of the
distinct compounds). (4) The use of the harmonic approximation to
compute the phonon dispersion relations for the crystals. Never-
theless, an important advantage of DFT methods is that it allows
calculation of thermodynamic data for crystalline systems when
they are not available from experimental measurements.

From the calculated phase diagrams of M–C–O–H (M¼Li, Na, K)
systems, we found that their oxides and hydroxides are not good
candidates for CO2 sorbents because the regenerating cycles only
can occur at very low pressure or very high temperature. We
predict that Na2CO3 and K2CO3 have turnover temperatures for CO2

capture through bicarbonate formation that are suitable for
operation under both pre- and post-combustion conditions.
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